# AI Machine Learning Algorithms and Techniques

## Supervised Learning

Supervised Learning is a foundational approach in machine learning that empowers machines to learn from label data and make predictions on unseen data.

### Key principles:

#### Labeled data

The essence lies in labeled data. Each input (***feature***) in the dataset is paired with a corresponding output (***label***), which serves as “ground truth” from which model learns.

#### Learning from examples

Supervised learning works by learning from examples. The model is fed a set of input–output pairs (training data), and it tries to find patterns or relationships in the data that allow it to predict the output for new inputs. The learning process involves adjusting the internal parameters of the model to minimize errors in prediction, a process called "training."

#### Generalization

Generalization refers to the model's ability to perform well on new data, meaning it has learned the underlying patterns of the problem rather than just memorizing the training examples. One of the most important goals of supervised learning is generalization. A model that performs well on the training data but fails on new, unseen data is said to "***overfit***."

### Types of supervised learning problems

#### Classification

In classification tasks, the goal is to assign the input data to one of several predefined categories or classes. The output is a discrete label. Example: spam vs non-spam, dog vs cat.

In classification, algorithms aim to find *decision boundaries* *that separate the different classes*. These boundaries help the model classify new data points into the correct categories.

#### Regression

Regression involves predicting a continuous numerical value based on input data. The output is not categorical but instead a real number. E.g.: Predicting house price based on size, location.

In regression tasks, the model learns *a function that best fits the data*, allowing it to predict continuous outcomes for new data points.

### Common algorithms used in supervised learning

#### Linear regression (for regression)

Linear regression assumes a *linear relationship* between the input features and the output variable. The algorithm fits a line (or hyperplane) to the data that minimizes the difference between the predicted and actual outputs. Linear regression is easy to implement and works well for simple, linear relationships.

#### Logistic regression (for classification)

Logistic regression is a classification algorithm commonly used for binary classification tasks. It estimates the probability that a given input belongs to a particular class (e.g., spam or not spam) using a logistic function. Logistic regression is widely used because it’s easy to interpret and performs well for linearly separable data.

#### Decision trees (for classification and regression)

Decision trees are versatile algorithms used for both classification and regression tasks. They work by splitting the data into subsets based on feature values, creating a tree-like structure where each node represents a decision. Decision trees are easy to understand and interpret, but they can overfit the data if not properly controlled (e.g., through pruning)

#### Support vector machines (SVM) (for classification)

SVMs are powerful classification algorithms that work well for both linear and nonlinear problems. The algorithm tries to find the optimal hyperplane that separates the data points from different classes. SVMs are particularly effective in high-dimensional spaces, making them useful for complex classification tasks.

#### 3.5 k-nearest neighbors (k-NN) (for classification and regression)

k-NN is a simple, instance-based algorithm that classifies a data point based on the majority label of its "k" nearest neighbors. It’s nonparametric, meaning it doesn’t make assumptions about the data distribution. You can use k-NN for both classification and regression, but the algorithm can become computationally expensive as the dataset grows.

#### Random forests (for classification and regression)

Random forests are an ensemble learning method that builds multiple decision trees and combines their predictions to improve accuracy. By averaging the results of multiple trees, random forests reduce the risk of overfitting and increase robustness. They are widely used for both classification and regression tasks due to their high performance and flexibility.

#### Neural networks (for classification and regression)

Neural networks are inspired by the structure of the human brain and consist of layers of interconnected nodes (neurons). They are highly flexible and can model complex, nonlinear relationships between inputs and outputs. Neural networks are especially useful in tasks such as image recognition, natural language processing, and deep learning applications.

### Key steps in building supervised learning models

#### Data collection and preparation

The first steps in any supervised learning task are collecting and preparing the data. This involves gathering labeled data and performing tasks such as cleaning the data (handling missing values, removing outliers), transforming the data (normalization or scaling), and splitting it into training and test sets.

#### Model training

Once the data has been prepared, the next step is training the model. This involves feeding the labeled data into the algorithm, which adjusts its internal parameters to learn the relationship between the input features and the output labels. This process continues until the model has learned a set of rules or patterns that you can use to make predictions.

#### Model evaluation

In many cases, the initial model may not perform as well as expected. To improve the model, you can adjust ***hyperparameters*** (settings that control the learning process). This process is called "model tuning." You can use techniques such as grid search or random search to find the optimal hyperparameters.

#### Deployment and maintenance

Once the model is performing well, you can deploy it into production, where it makes predictions on new data. It’s important to continuously monitor the model’s performance and update it as new data becomes available to ensure it remains accurate.

### Best practices for implementing supervised learning algorithms

#### Data collection and preparation

Quality of data is key

The quality of your data directly impacts the performance of your supervised learning model. Poor or incomplete data can lead to inaccurate predictions, regardless of the algorithm used. Best practices for ensuring high-quality data include:

* **Handling missing data:** Address missing values in your dataset by using techniques such as imputation (replacing missing values with the mean or median) or removing rows/columns with excessive missing data.
* **Removing outliers:** Identify and remove outliers that can skew your model’s predictions. Outliers are extreme values that don't represent the majority of your data.
* **Feature scaling:** Many supervised learning algorithms (such as support vector machines (SVMs) and k-NN) are sensitive to the scale of features. Applying normalization or standardization ensures that all features contribute equally to the model.

Split your data

Dividing your data into distinct sets is critical to avoid overfitting and ensure that your model generalizes well. Typically, the data is split into:

* **Training set:** The subset of the data used to train the model.
* **Validation set:** Used to tune hyperparameters and make adjustments to improve performance.
* **Test set:** A final set used to evaluate the model’s performance on unseen data. This set should not be used during training or tuning.

#### Model selection

Choose the right algorithm

General guidelines:

* For classification tasks: Algorithms such as logistic regression, decision trees, random forests, and SVMs are commonly used. If the data is linearly separable, logistic regression or SVMs might be the best choice. For more complex datasets, random forests or neural networks may perform better.
* For regression tasks: Linear regression is a good starting point for simple problems, while more complex models, such as decision trees or neural networks, may be necessary for capturing nonlinear relationships.

Avoid overfitting

Overfitting occurs when a model learns the noise in the training data rather than the actual underlying patterns, leading to poor generalization on new data. To prevent overfitting:

* **Simplify the model:** Use a simpler algorithm or reduce the complexity of the model (e.g., by limiting the depth of decision trees).
* **Cross-validation:** Use k-fold cross-validation to better assess model performance across different subsets of the data.
* **Regularization:** Apply regularization techniques (such as L1 or L2 regularization) to penalize large coefficients, encouraging the model to find a balance between fitting the data and maintaining simplicity.

#### Hyperparameter tuning

The importance of hyperparameters

Supervised learning algorithms have hyperparameters that control how the model learns. These parameters need to be fine-tuned to optimize model performance. Examples of hyperparameters include:

* **Learning rate:** Controls how quickly the model adjusts its parameters during training
* **Regularization strength:** Determines the amount of penalty applied to model complexity
* **Number of neighbors (for k-NN):** Determines how many nearby data points are considered when making predictions

Hyperparameter tuning techniques

* **Grid search:** A brute-force method where you specify a range of values for each hyperparameter and evaluate all possible combinations.
* **Random search:** Randomly selects hyperparameter combinations from a defined range. This method can be more efficient than a grid search, especially when there are many parameters to tune.
* **Automated hyperparameter tuning:** Tools such as Bayesian optimization or automated machine learning (AutoML) can help you identify optimal hyperparameters without manual intervention.

#### Model evaluation and metrics

Choose the right evaluation metric

The choice of evaluation metric depends on the type of problem you’re solving:

**For classification:** Common metrics include accuracy, precision, recall, F1 score, and ROC-AUC (i.e., Receiver Operating Characteristic Curve, the Area under the Curve). Accuracy is useful for balanced datasets, while precision and recall are more informative when dealing with imbalanced datasets.

**For regression:** Metrics such as mean squared error (MSE), root mean squared error (RMSE), and R-squared are used to evaluate the performance of regression models.

Use cross-validation

Cross-validation helps ensure that your model generalizes well to new data. In k-fold cross-validation, the dataset is split into k parts, and the model is trained k times, each time leaving out one of the k parts as the test set. This process provides a more accurate estimate of the model's true performance by reducing the risk of overfitting or underfitting.

#### Deployment and monitoring

Deploying the model

Once the model has been trained, tuned, and evaluated, it’s ready for deployment. Deployment involves integrating the model into an application or system where it can make predictions on new data. Best practices include:

* **Version control:** Track different versions of the model to ensure you can revert to previous versions if necessary.
* **Containerization:** Use containerization tools such as Docker to package your model, making it easier to deploy across different environments.

Continuous monitoring and maintenance

After deployment, it’s important to continuously monitor the model’s performance, as data distributions may change over time (a phenomenon known as "*data drift*"). This can cause the model’s accuracy to degrade. Regularly retraining the model on new data can help maintain its performance. Additionally, set up alerts to detect significant drops in performance so that corrective action can be taken quickly.

#### Interpretability and explainability

Make models interpretable

In many applications—especially in industries such as healthcare, finance, and law—it’s critical for models to be interpretable. Decision-makers need to understand why a model is making certain predictions. Simpler models, such as decision trees or linear regression, are inherently interpretable, while more complex models, such as neural networks, require explainability tools.

Use explainability tools

For more complex models, tools such as local interpretable model-agnostic explanations (LIME) or SHapley Additive exPlanations (SHAP) can be used to provide insight into how the model arrived at its predictions. These tools help increase trust in the model’s outputs, especially in critical decision-making scenarios.

### Evaluation metrics for supervised learning models

#### Evaluation metrics for classification models

Classification models predict discrete outcomes, such as whether an email is spam or not spam or whether a customer will churn or remain. Below are some key evaluation metrics used to assess the performance of classification models:

##### Accuracy

Accuracy measures the percentage of correct predictions out of all predictions made.

![A close up of a text

AI-generated content may be incorrect.](data:image/png;base64,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)

Example: If a model correctly predicts 90 out of 100 instances, its accuracy is 90 percent. However, accuracy may not always be the best metric for imbalanced datasets, in which one class is much more frequent than the other.

##### Precision

Precision measures the percentage of true positive predictions out of all positive predictions that the model makes. It is important in cases in which false positives are costly, such as in medical diagnoses or spam detection.
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Example

In spam detection, precision is the proportion of emails predicted as spam that are actually spam. A high precision value indicates fewer false positives.

##### Recall (sensitivity or true positive rate)

Recall measures the percentage of true positive predictions out of all actual positives. It is important when the cost of missing positive instances is high, such as in disease detection. Recall measures the ability to correctly identify actual positives.
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Example

In a cancer detection model, recall is the proportion of actual cancer cases that the model correctly identifies.

##### F1 score

The F1 score is the harmonic mean of precision and recall. It provides a balanced metric when both precision and recall are important, especially for imbalanced datasets.
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Example

A model with high precision but low recall or vice versa will have a lower F1 score, indicating that it is not performing well on both metrics.

##### Confusion matrix

A confusion matrix is a table used to summarize the performance of a classification model. It shows the number of true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN).

|  |  |  |
| --- | --- | --- |
|  | Predicted positive | Predicted negative |
| Actual positive | True positive (TP)  *Correctly predicted positive cases.*  Example: TP = 70 | False negative (FN)  *Incorrectly predicted negative cases*  Example: FN = 10 |
| Actual negative | False positive (FP)  *Incorrectly predicted positive cases*  Example: FP = 5 | True negative (TN)  *Correctly predicted negative cases.*  Example: TN = 15 |

From this matrix, you can calculate accuracy, precision, recall, and other metrics. It provides a more comprehensive view of model performance than accuracy alone.

Given these definitions, you can calculate the metrics for the above example as follows:

1. Accuracy: [ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} ] = 85%
2. Precision: [ \text{Precision} = \frac{TP}{TP + FP} ] = 93.3%
3. Recall (Sensitivity): [ \text{Recall} = \frac{TP}{TP + FN} ] = 87.5%

##### ROC curve and AUC

The receiver operating characteristic (ROC) curve plots the true positive rate (recall) against the false positive rate (FPR) at different threshold levels. The area under the curve (AUC) measures the overall performance of the classifier.

AUC ranges from 0 to 1, where a value closer to 1 indicates a better-performing model.

ROC AUC is particularly useful when you want to evaluate how well a model can distinguish between classes across different thresholds.

#### Evaluation metrics for regression models

Regression models predict continuous values, such as house prices or temperatures. The following metrics are commonly used to evaluate regression models:

##### Mean squared error (MSE)

MSE measures the average squared difference between the predicted and actual values. It is sensitive to large errors because the errors are squared, making it useful for situations in which larger errors are more significant.
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**Steps to calculate MSE:**

1. Find the difference: Subtract the predicted value from the actual value. This gives you the error for each prediction.
2. Square the difference: Multiply the error by itself. This makes sure that all errors are positive and emphasizes larger errors.
3. Average the squared errors: Add up all the squared errors and then divide by the number of predictions. This gives you the average squared error.

Example

In a house price prediction model, if the predicted price is $200,000 and the actual price is $250,000, the mean squared error for that prediction is $2.5 x 109. Here’s the calculation:

Predicted price: Yi = $200,000

Actual price: Y^i = $250,000

Calculation steps:

1. Error : Actual price – predicted price = 250,000 - 200,000 = 50,000
2. Square the error = (50,000) 2 = 2,500,000,000
3. Since this is a single prediction (n = 1), the MSE is 2,500,000,000

##### Root mean squared error

Root mean squared error (RMSE) is the square root of the mean squared error, which brings the error metric back to the same units as the target variable. RMSE is more interpretable because it is in the same unit as the data being predicted.
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Example

If the MSE of a model predicting house prices is $625,000,000, then the RMSE will be $25,000, indicating that on average, the prediction of the house prices deviates from the actual price by $25,000.

##### Mean absolute error

Mean absolute error (MAE) measures the average absolute difference between the predicted and actual values. Unlike MSE, it does not square the errors, so it is less sensitive to outliers.
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Example

In a weather forecasting model, MAE tells you the average difference between the predicted and actual temperatures.

##### R-squared (coefficient of determination)

R-squared (also known as the coefficient of determination) is a statistical measure that helps you understand how well your model explains the variability of the data.

R-squared explains the proportion of variance in the dependent variable (*the outcome you are trying to predict*) that is predictable from the independent variable(s) (*the predictors or features you are using*). It ranges from 0 to 1, where 1 indicates a perfect fit (usually unrealistic in real-world scenario), and 0 means the model does not explain any of the variance.
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Example

An R-squared value of 0.9 means that 90 percent of the variance in house prices is explained by the model’s input features. This suggests a strong relationship between the predictors and the outcome.

In summary, R-squared helps you gauge how well your model fits the data and how much of the outcome can be explained by the predictors.

##### Adjusted R-squared

Adjusted R-squared adjusts the R-squared value based on the number of features in the model. It penalizes the addition of irrelevant features, providing a more accurate measure of model performance, especially in cases of overfitting.
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Where:

* **n** is the number of data points.
* **p** is the number of predictors in the model.

Steps to Calculate Adjusted R-squared:

1. Calculate R-squared using your regression model.
2. Identify the number of observations (n) and the number of predictors (p).
3. Plug these values into the Adjusted R-squared formula to get the adjusted value.

Example

If adding more features to a model decreases the adjusted R-squared, it suggests that the additional features are not improving the model.

#### Choosing the right evaluation metric

Choosing the right evaluation metric depends on the problem you’re solving and the nature of the data. For example:

* **For imbalanced classification problems**: use precision, recall, F1 Score, or ROC AUC instead of accuracy.
* **For regression models**, if large errors are particularly undesirable, consider using RMSE or MSE. If you want a metric that is less sensitive to outliers, use MAE.
* **For complex models**, look at R-squared and adjusted R-Square to answer how well the model explains the variance in the target variable.

#### Applying metrics and cross-validation

Cross-validation ensures that your model's performance is not dependent on a single train-test split, providing a more reliable measure of its generalization.

Cross-validation is introduced to provide a more robust evaluation of the model's performance. You used five-fold cross-validation, which splits the dataset into five parts (folds), trains the model on four folds, and tests it on the remaining fold. This process is repeated for each fold, and the average performance is calculated.

### Feature selection methods: Backward elimination, forward selection, and LASSO

Feature selection is an essential part of building efficient machine learning models. By selecting the most relevant features, you can improve model performance, reduce overfitting, and enhance interpretability.

Three common techniques for feature selection are:

* **Backward elimination:** Improvesmodel performance by removing the least significant features step by step.
* **Forward selection**: incrementally adds significant features to a model by adding the most significant features one by one.
* L**east absolute shrinkage and selection operator (LASSO):** automatically select important features through regularization. It uses regularization to automatically select features by shrinking irrelevant ones to zero.

#### Backward elimination

Backward elimination is a feature selection technique that starts with all the available features and progressively removes the least significant features one by one. The goal is to eliminate features that do not contribute much to the predictive power of a given model.

Steps of backward elimination

1. Fit the model—e.g., linear regression—with all the features in the dataset.
2. Calculate p-values to determine how statistically significant each feature is.
3. Remove the least significant feature—i.e., the feature with the highest p-value.
4. Repeat the process with the remaining features until all remaining features are statistically significant—i.e., below a predefined significance level, typically 0.05.

Advantages

* Straightforward and intuitive.
* Works well when there are many irrelevant features.

Disadvantages

* Can be computationally expensive for large datasets.
* May remove features that are important in combination with others but seem irrelevant when considered individually.

#### Forward selection

Forward selection is the opposite of backward elimination. Instead of starting with all features, forward selection begins with no features and adds them one by one based on their statistical significance and impact on model performance.

Steps of forward selection

1. Start with an empty model: Begin with no features.
2. Add the most significant feature: Add the feature that has the highest correlation with the target variable or provides the most improvement to the model.
3. Refit the model: After each feature is added, refit the model and evaluate the performance, e.g., using adjusted R-squared or another metric.
4. Repeat: Continue adding features until the addition of further features no longer improves the model’s performance.

Advantages

* Useful when there are many features as it builds the model step by step
* Computationally less expensive than backward elimination for very large datasets

Disadvantages

* May include features that only appear significant due to their relationship with other features
* Slower for datasets with a smaller number of features compared to backward elimination

#### LASSO

LASSO is a type of regularization technique that both selects features and shrinks their coefficients. LASSO adds a penalty term—L1 regularization—to the cost function, which drives some feature coefficients to zero, effectively removing them from the model. This makes LASSO useful for automatic feature selection.

How LASSO works:

**L1 regularization**

The LASSO cost function is the ordinary least squares cost function with an added penalty term that is proportional to the absolute value of the feature coefficients. This penalty term shrinks some coefficients to zero.
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*Where:*

* Y1 are the actual target values.
* ŷᵢ are the predicted target values.
* βj are the feature coefficients.
* λ is the regularization parameter that controls the amount of shrinkage.

**Feature selection**

As the regularization parameter λ increases, more feature coefficients are driven to zero. Only the most significant features are left in the model.

Advantages

* Automatically selects features by shrinking irrelevant feature coefficients to zero
* Helps prevent overfitting by penalizing large coefficients
* Works well with high-dimensional datasets where there are many features

Disadvantages

* May remove features that are important in combination but not individually.
* The regularization parameter λ must be carefully tuned.

## Unsupervised Learning

Unsupervised learning is a branch of ML that deals with **unlabeled** data. The model is provided with a dataset that contains input data without corresponding output labels and the model will identify patterns, groupings or hidden structures within it.

**When to use unsupervised learning**

*Exploratory analysis***:** When you have a large, unlabeled dataset and want to discover patterns, unsupervised learning provides valuable insights.

*Data compression:* For high-dimensional data in which training supervised models is computationally expensive, unsupervised learning can reduce dimensionality and streamline model training.

*Pattern recognition:* This is useful when the goal is to find natural groupings within the data, such as clustering users by behavior or identifying outliers for anomaly detection.

*Preprocessing step:* Unsupervised learning is often used to preprocess data before applying supervised learning models, improving accuracy and performance by filtering out irrelevant or redundant features.

### Key principles

#### No labels, only inputs

In unsupervised learning, the data consists only of input variables (X), with no associated output variables (y). The goal is to analyze and learn from the structure of the data without predefined labels. The absence of labels means the algorithm must infer patterns based on the data’s inherent characteristics.

#### Identifying patterns and structures

The primary objective of unsupervised learning is to find hidden patterns, relationships, or groupings in the data. This is useful in scenarios in which manually labeling data is impractical or you want to explore the dataset to understand it better.

#### Data-driven insights

Since unsupervised learning does not rely on labeled outputs, professionals often use it for exploratory data analysis. By revealing structures such as clusters or associations, unsupervised learning helps you understand the underlying dynamics of the dataset, which can later inform supervised models or decision-making processes.

#### Data dimensionality

Many real-world datasets can have thousands of features, making them complex and difficult to analyze. Unsupervised learning techniques such as dimensionality reduction help simplify these datasets by reducing the number of features while preserving important information.

### Common approaches in unsupervised learning

#### Clustering

Clustering is one of the most common and powerful unsupervised learning techniques in ML. The primary goal of clustering is to group data points into clusters such that points within the same group (or cluster) are more similar to each other than to points in other groups. Professionals use clustering in various domains, such as customer segmentation, image processing, and pattern recognition, to uncover hidden structures in data. Clustering is particularly useful when there is no labeled data and the relationships between data points need to be identified without prior knowledge.

**Definition:** Clustering involves grouping similar data points into clusters based on their similarity. It is a foundational method in unsupervised learning.

**Key algorithms**

* *k-means:* This algorithm partitions data into k clusters based on the distance between data points. Each data point is assigned to the cluster with the nearest centroid.
* *Hierarchical clustering:* This builds a tree of clusters by either iteratively merging or splitting clusters based on their proximity.
* *Density-based spatial clustering of applications with noise (DBSCAN):* This algorithm groups data points based on their density and can find clusters of arbitrary shapes, including noise points.

**Applications:** Customer segmentation, social network analysis, image segmentation, and document clustering

**Example:** A retail company can use clustering to segment customers based on purchasing behavior, creating distinct groups such as budget shoppers, frequent buyers, and luxury spenders.

**Evaluating clustering performance**

Unlike supervised learning, clustering does not have a predefined "correct" output, making it more challenging to evaluate. However, you can use several metrics to assess the quality of the clusters:

***Silhouette score:*** This metric measures how similar a data point is to its own cluster compared to other clusters. A higher silhouette score indicates well-separated clusters.

***Elbow method***: This technique determines the optimal number of clusters for k-means. It involves plotting the within-cluster sum of squares (WCSS) and identifying the "elbow" point where adding more clusters no longer significantly reduces the WCSS.

***Davies–Bouldin index:*** This metric measures the average similarity ratio of each cluster to its most similar cluster. A lower value indicates better clustering.

##### k-means clustering

k-means is one of the most widely used clustering algorithms. It works by partitioning data into a predefined number of clusters (denoted by k). Each data point is assigned to the nearest cluster based on the distance from the cluster's centroid (the center of the cluster).

**How it works**

1. Choose the number of clusters (k).
2. Initialize centroids randomly.
3. Assign each data point to the nearest centroid based on distance (usually Euclidean distance).
4. Update the centroids by calculating the mean of the points in each cluster.
5. Repeat the assignment and update the steps until the centroids no longer move or the assignments do not change.

**Advantages**

* Simple and easy to implement
* Works well with large datasets
* Fast and computationally efficient

**Limitations**

* Requires the number of clusters (k) to be specified in advance
* Sensitive to the initial placement of centroids
* Assumes clusters are spherical and equally sized, which may not always be true

**Use cases**

* Customer segmentation: grouping customers based on purchasing behavior
* Image compression: reducing the number of colors in an image by clustering similar colors together

##### Hierarchical clustering

Hierarchical clustering builds a hierarchy of clusters either by merging smaller clusters into larger ones (*agglomerative clustering*) or splitting larger clusters into smaller ones (*divisive clustering*). The result is often visualized as a dendrogram, a tree-like diagram that shows the relationships between clusters.

**How it works (agglomerative)**

1. Treat each data point as its own cluster.
2. Calculate the distance between each pair of clusters.
3. Merge the two closest clusters.
4. Repeat steps 2 and 3 until all points are merged into a single cluster.

**Advantages**

* No need to specify the number of clusters in advance
* Provides a detailed hierarchy of clusters

**Limitations**

* Computationally expensive for large datasets
* Sensitive to outliers

**Use cases**

* Genomics: grouping genes with similar expression patterns
* Document clustering: grouping text documents by topic

##### Density-based spatial clustering of applications with noise (DBSCAN)

DBSCAN is a powerful clustering technique that groups together data points that are close to each other in terms of density and separates outliers. Unlike k-means, DBSCAN does not require the number of clusters to be specified beforehand. Instead, it identifies dense regions of data points and forms clusters based on a distance metric and a minimum number of points.

**How it works**

1. Start with an arbitrary point, and determine whether it is a core point by checking whether there are enough neighboring points within a given radius (epsilon).
2. If the point is a core point, form a cluster around it.
3. Expand the cluster by adding neighboring points that meet the density requirements.
4. Repeat until all points are either assigned to a cluster or marked as outliers.

**Advantages**

* Can identify clusters of arbitrary shapes
* Automatically handles noise (outliers)
* Does not require the number of clusters to be specified in advance

**Limitations**

* Sensitive to the choice of parameters (epsilon and minPts)
* Struggles with datasets with varying density

**Use cases**

* *Anomaly detection*: identifying outliers in network traffic or fraudulent transactions
* *Geospatial data analysis*: grouping locations based on proximity

##### Gaussian mixture models (GMMs)

GMMs are probabilistic models that assume that the data points are generated from a mixture of several Gaussian distributions (normal distributions). Unlike k-means, which assigns points to a single cluster, GMMs assign probabilities to each point, indicating the likelihood that the point belongs to each cluster.

**How it works**

1. Initialize the parameters of the Gaussian distributions (mean, covariance).
2. For each data point, compute the probability that it belongs to each Gaussian distribution.
3. Update the parameters of the Gaussians based on these probabilities.
4. Repeat the process until the model converges.

**Advantages**

* Can model clusters with different shapes and sizes
* Provides soft clustering, where points can belong to multiple clusters with different probabilities

**Limitations**

* Requires specifying the number of clusters
* May converge to local optima if not properly initialized

**Use cases**

* Customer segmentation: assigning probabilities that a customer belongs to multiple segments
* Speech recognition: modeling the probability of different sound patterns.

#### Dimensionality reduction

**Definition:**

In machine learning, many datasets can contain a large number of features or dimensions. While high-dimensional data often holds valuable information, it can be computationally expensive to process, and the presence of many features can lead to overfitting and reduced model performance***. Dimensionality reduction*** is the process of reducing the number of features (dimensions) in a dataset while retaining as much information as possible.

Dimensionality reduction techniques are broadly categorized into two groups:

* *Feature selection*: Selects a subset of relevant features from the dataset
* *Feature extraction:* Transforms the data into a lower-dimensional space, creating new features from the existing ones.

**Key algorithms**

* *Principal component analysis:* This technique transforms the data into a new coordinate system such that the first few principal components (new axes) explain the most variance in the data.
* *t-distributed stochastic neighbor embedding:* This nonlinear dimensionality reduction technique is particularly effective for visualizing high-dimensional data in a lower-dimensional space (such as 2D or 3D).
* *Autoencoders:* These neural networks are designed to learn a compressed representation of input data, making them effective for feature reduction and data reconstruction.

**Applications:** Reducing noise in data, simplifying visualization of high-dimensional datasets, and speeding up training for ML models.

**Example**: In genetics, researchers can use dimensionality reduction techniques to compress large datasets of gene expression data, allowing them to focus on the most significant factors affecting disease outcomes.

##### Principal component analysis (PCA)

**Principal component analysis (PCA)** is one of the most popular dimensionality reduction techniques. It is a linear transformation method that converts the data into a set of uncorrelated components called principal components. Each principal component captures the maximum variance in the dataset, with the first principal component capturing the most variance and each successive component capturing progressively less.

How PCA works:

* Step 1: Standardize the dataset to ensure all features have a mean of 0 and a standard deviation of 1
* Step 2: Compute the covariance matrix to understand the relationship between different features.
* Step 3: Calculate the eigenvectors and eigenvalues of the covariance matrix to identify the principal components.
* Step 4: Sort the principal components based on the magnitude of their eigenvalues and project the data onto the top k principal components, where k is the desired number of dimensions.

**Advantages**

* Reduces computational complexity by lowering the number of dimensions
* Helps visualize high-dimensional data in 2D or 3D
* Reduces redundancy by capturing the most important information in the first few components

**Limitations**

* PCA is a linear method and may not perform well on data with complex, nonlinear relationships.
* The principal components are difficult to interpret since they are linear combinations of the original features.

**Example use case**

PCA is often used in image processing to reduce the dimensionality of large images, such as reducing a 1000-pixel image to a smaller set of principal components that still capture the essential features.

##### t-Distributed stochastic neighbor embedding (t-SNE)

t-Distributed stochastic neighbor embedding (t-SNE) is a nonlinear dimensionality reduction technique primarily used for data visualization. Unlike PCA, which preserves global relationships in the data, t-SNE is designed to preserve local structures, meaning that it groups similar data points close together in a lower-dimensional space.

**Step-by-step guide**

* Step 1: t-SNE constructs a probability distribution over pairs of high-dimensional data points, where similar data points have a high probability of being close to each other.
* Step 2: It then defines a similar probability distribution in a lower-dimensional space and minimizes the difference (Kullback-Leibler divergence) between the two distributions.
* Step 3: The algorithm iteratively adjusts the positions of the data points in the lower-dimensional space to minimize the divergence.

Advantages

* t-SNE is excellent for visualizing complex, high-dimensional data, such as images or text embeddings.
* It preserves local structures in the data, making it effective for cluster analysis and pattern discovery.

Limitations

* t-SNE is computationally expensive and can take longer to process large datasets compared with PCA.
* It is mainly used for visualization and is not suitable for reducing dimensions for predictive modeling.
* The results can vary based on the hyperparameters used, such as perplexity and learning rate.

Example use case

t-SNE is often used in visualizing high-dimensional data such as word embeddings in natural language processing (NLP) or gene expression data in bioinformatics, allowing researchers to spot patterns and clusters that are not immediately apparent.

##### Autoencoders

Autoencoders are a type of neural network used for nonlinear dimensionality reduction. They are part of unsupervised learning and work by learning a compressed, lower-dimensional representation of the input data. The network consists of two main parts:

* **Encoder**: Compresses the input data into a lower-dimensional latent space
* **Decoder**: Reconstructs the original data from the compressed representation

By training the autoencoder to minimize the difference between the input and the reconstructed output, the network learns to identify the most important features in the data and discard noise.

How autoencoders work:

* Step 1: The encoder part of the network reduces the data to a lower-dimensional representation.
* Step 2: The decoder part reconstructs the input from this compressed representation.
* Step 3: The model is trained to minimize the reconstruction error, ensuring that the compressed representation retains important information from the original input.

Advantages

* Autoencoders can handle nonlinear relationships in data, unlike PCA.
* They are flexible and can be used for various data types, including images, time series, and text.
* They can be combined with deep learning techniques to further improve performance.

Limitations:

* Autoencoders require more computational resources and time for training.
* They can be difficult to interpret, as the learned features in the latent space are not easily understood.
* The quality of the dimensionality reduction depends on the architecture of the autoencoder and its training process.

Example use case

Autoencoders are commonly used for compressing image data. For example, a high-resolution image can be reduced to a smaller latent representation, and then the decoder can reconstruct the original image from this compressed version, allowing for efficient storage and transmission

##### Linear discriminant analysis (LDA)

LDA is another technique used for dimensionality reduction, but it differs from PCA in that it is a supervised learning method. LDA seeks to find a linear combination of features that best separates two or more classes. It reduces dimensions by projecting the data onto a lower-dimensional space while maximizing the distance between different classes.

How LDA works:

* Step 1: LDA calculates the within-class and between-class scatter matrices.
* Step 2: It computes the eigenvalues and eigenvectors of these matrices.
* Step 3: The data is then projected onto the directions that maximize the separation between classes.

**Advantages:**

* LDA is ideal for classification problems because it reduces dimensionality while improving class separability.
* It works well with linearly separable data.

**Limitations**

* LDA is not effective for nonlinearly separable data.
* It requires labeled data, making it less suitable for unsupervised tasks.

Example use case

LDA is commonly used in face recognition tasks, where it reduces the dimensionality of the input image data while enhancing class separability for better classification performance.

#### Anomaly detection

**Definition:** Anomaly detection aims to identify data points that deviate significantly from most of the data. These data points are considered anomalies or outliers.

**Key algorithms**

* *Isolation forest*: This tree-based algorithm isolates anomalies by randomly partitioning the data.
* *k-means for outlier detection:* Clusters are identified, and points farthest from any cluster centroid can be flagged as anomalies.
* *Autoencoders for anomaly detection:* Autoencoders can learn normal data patterns and identify anomalies based on high reconstruction errors.

**Applications**: Fraud detection in finance, equipment failure detection in manufacturing, and network intrusion detection in cybersecurity.

**Example**: Banks use anomaly detection algorithms to flag unusual credit card transactions that may indicate fraudulent activity.

#### Association rule learning

**Definition**: This technique identifies relationships between variables in large datasets. Association rules are often used in market basket analysis to discover product combinations that frequently occur together.

**Key algorithms**

* *Apriori*: This algorithm discovers frequent itemsets and builds association rules in a dataset by identifying patterns of co-occurrence.
* *Eclat*: An alternative to Apriori, Eclat uses depth-first search to discover frequent item sets in a dataset.

**Applications**: Retail basket analysis, recommendation systems, and correlation identification between product sales

**Example**: An online retailer might use association rules to identify that customers who buy laptops often purchase laptop cases, leading to more effective product bundling or cross-selling strategies.

### Comparing unsupervised learning approaches

#### Clustering

Clustering is one of the most common unsupervised learning techniques, in which the goal is to partition data into distinct groups, or clusters, such that data points within a cluster are more similar to each other than to those in other clusters.

##### Key clustering algorithms

**The k-means** method partitions the data into a predefined number of clusters. It minimizes the distance between data points and the cluster center (centroid). It works best with spherical, evenly distributed clusters.

**The DBSCAN** algorithm clusters data based on density. It groups points that are close together, identifying outliers or noise that do not belong to any cluster. It is useful for datasets with clusters of varying shapes and densities.

**The Hierarchical clustering** method builds a hierarchy of clusters by either merging smaller clusters into larger ones (agglomerative) or splitting larger clusters into smaller ones (divisive). It’s useful for visualizing the structure of data.

##### Comparison of clustering algorithms

**k-means** works well with evenly distributed clusters but struggles with nonspherical clusters or noise.K-Means partitions the data into a predefined number of clusters by minimizing the distance to the cluster center. It’s efficient, but best suited for spherical clusters and evenly distributed data.

**DBSCAN** handles irregularly shaped clusters and noise but can be sensitive to the choice of parameters such as eps (maximum distance between points) and min\_samples (minimum points in a cluster). DBSCAN shines when dealing with non-spherical clusters or datasets that have noise. It groups data points based on density and can identify outliers—perfect for datasets with more complex structures.

**Hierarchical clustering** offers a flexible approach that allows you to decide on the number of clusters after examining the dendrogram, but it is computationally expensive for large datasets.

##### When to use clustering

* **Customer segmentation:** to group customers based on similar behaviors or characteristics (e.g., spending habits, demographics)
* **Image segmentation:** to identify distinct regions or objects in an image
* **Genomics**: to identify groups of similar genes or proteins.

#### Dimensionality reduction

Dimensionality reduction aims to reduce the number of features in a dataset while preserving as much useful information as possible. This is especially important when working with high-dimensional data, which can be computationally expensive and lead to overfitting.

##### Key dimensionality reduction techniques

* **PCA** is a linear transformation method that reduces the number of features by projecting the data onto a set of orthogonal components (principal components) that capture the maximum variance.

With PCA, you can reduce the number of features while retaining most of the variance in the data. It’s a great tool for simplifying large datasets when the relationships are mostly linear. In genetics research, datasets often contain thousands of variables representing different genetic markers. PCA is used to reduce this complexity, retaining only the most significant genetic factors. This helps researchers identify patterns that may be associated with specific traits or diseases while working with a more manageable dataset.

* **t-SNE** is a nonlinear technique used primarily for data visualization. It reduces the dimensionality of the data while preserving local structure, making it effective for uncovering clusters or patterns. When you need to *visualize and explore non-linear structures*, like clusters or patterns in high-dimensional data, t-SNE is your go-to. It’s designed to preserve local relationships, making it easier to spot hidden clusters. If you're working on image recognition, t-SNE can help you visualize high-dimensional image data by reducing it to a 2D or 3D space. For example, you could use t-SNE to explore how a neural network distinguishes between different categories of images, such as cats and dogs, by visualizing the clusters formed in the lower-dimensional space.
* **Autoencoders** are neural network-based techniques that compress data into a lower-dimensional space and then reconstruct it. Autoencoders are effective for nonlinear dimensionality reduction and can capture complex patterns in the data.

##### Comparison of dimensionality reduction techniques

**PCA** is best suited for linear relationships and global variance preservation. It’s also computationally efficient for large datasets.

**t-SNE** is ideal for nonlinear data and great for visualizing local structures and clusters. However, it’s computationally expensive for large datasets and not ideal for predictive modeling.

**Autoencoders** are suitable for nonlinear data and tasks requiring reconstruction, but they require more computational resources and training time.

##### When to use dimensionality reduction

* **Feature engineering**: to reduce the dimensionality of a high-dimensional dataset before applying an ML model
* **Visualization:** to visualize high-dimensional data in 2D or 3D
* **Noise reduction:** to filter out noise from the data while retaining important features

#### Anomaly detection

Anomaly detection involves identifying rare or unusual data points that differ significantly from the majority. This is useful in scenarios in which identifying outliers is critical, such as fraud detection or fault detection in systems.

##### Key anomaly detection algorithms

**Isolation forest** is an unsupervised learning algorithm that isolates anomalies by randomly partitioning the data. Anomalies are more likely to be isolated quickly, while normal points require more partitions. In a large dataset of credit card transactions, most represent normal, legitimate behavior. However, fraud cases are rare and don't follow typical patterns. Using techniques like Isolation Forest or DBSCAN, the system can identify transactions that deviate from the norm—such as unusually large purchases, transactions made from uncommon locations, or rapid consecutive transactions across different vendors.

**The One-class SVM** is a variant of SVMs designed for anomaly detection. It learns a boundary that separates normal data from anomalies.

**Autoencoders**, when used for anomaly detection, reconstruct the data, and large reconstruction errors indicate anomalies.

##### Comparison of anomaly detection algorithms

**Isolation forest** is fast and effective for large datasets but may not perform well in high-dimensional spaces.

**One-class SVM** is good for datasets with clear boundaries between normal and anomalous data but can be slow for large datasets.

**Autoencoders** are capable of detecting complex anomalies but require extensive training time and computational resources.

##### When to use anomaly detection

* **Fraud detection:** to detect fraudulent transactions in financial datasets
* **Network security**: to identify unusual patterns in network traffic
* **Industrial equipment monitoring:** to detect faults or failures in machinery by identifying abnormal readings

### Choosing the right approach for different datasets

|  |  |  |
| --- | --- | --- |
| **Dataset type** | **Recommended unsupervised learning approach** | **Reason** |
| Customer segmentation | k-means or DBSCAN | To group customers based on similar behaviors |
| High-dimensional data | PCA or t-SNE | To reduce the number of features or visualize the data |
| Anomaly detection | Isolation forest or one-class SVM | To identify rare or unusual data points |
| Image processing | Autoencoders or t-SNE | To reduce noise or extract patterns in images |
| Time series data | Hierarchical clustering or autoencoders | To uncover patterns or detect anomalies in sequences |

## Reinforcement Learning and other approaches

**Reinforcement learning (RL)** is a type of ML where an agent learns to make decisions by interacting with its environment. Instead of being explicitly told what the correct actions are, the agent learns by trial and error, using rewards and penalties to guide its learning. Over time, the agent’s objective is to maximize cumulative rewards through a series of actions. Unlike supervised learning (where the model learns from labeled data) or unsupervised learning (where the model uncovers hidden patterns), RL focuses on how an agent should act in an environment to achieve a specific goal.

### Key concepts in reinforcement learning

RL operates through a feedback loop between the agent and the environment. Here are the core elements that define this interaction:

* **Agent**: The learner or the decision-maker that interacts with the environment. Examples including robots, game-playing AI or self-driving cars.
* **Environment:** The world the agent interacts with, which provides feedback in the form of states and rewards.
* **State**: a decision of the environment at a particular point in time. It provides the agent with information about the current situation.
* **Action:** A choice made by the agent at any given state. The agent chooses an action which leads to a new state.
* **Reward:** the feedback signal received by the agent after taking an action. The goal is to maximize total reward over time.
* **Policy**: the strategy the agent follows in choosing actions based on the current state. A policy can be deterministic (always taking the same action in a given state) or stochastic (taking different actions with certain probabilities).
* **Value function**: the expected reward the agent can accumulate starting from a particular state. The value function helps the agent understand which states are more valuable in the long run.
* **Q-function:** also known as the action-value function – represents the expected return from taking an action in a given state and following a policy afterward.

### Key principles of Reinforcement Learning

#### Trial and error

In RL, the agent learns by trial and error. Initially, the agent may not know which actions are best, so it tries different actions and learns from the outcomes. Over time, it improves its decision-making process based on the feedback it receives.

#### Exploration vs. exploitation

One of the key challenges in RL is balancing exploration and exploitation:

* **Exploration**: the agent tries new actions to gather more information about the environment.
* **Exploitation**: the agent uses the knowledge it has already gained to maximize its reward. An effective agent must explore enough to learn about the environment but also exploit its current knowledge to maximize the cumulative reward.

#### Markov decision process (MDP)

Reinforcement Learning problems are typically modeled as a ***Markov decision process (MDP),*** which assumes that the future state only depends on the current state and the action taken—not on the history of states. An MDP is defined by:

* A set of states.
* A set of actions.
* A reward function.
* A transition function that determines the next state based on the current state and action.

The process is named after Russian mathematician *Andrey Markov* (1856-1922). The Markov property (or "memoryless" property): The future state depends only on the current state and the action taken, not on the sequence of states and actions that preceded it.

*In simpler terms: Given the present, the future is independent of the past.*

#### Cumulative rewards

The goal in Reinforcement Learning is not just to maximize the immediate reward but to maximize the cumulative (long-term) reward. This means the agent needs to consider the future consequences of its actions and not just the immediate payoff.

#### Temporal difference learning

Temporal difference learning is a key principle in Reinforcement Learning, where the agent updates its value estimates based on the difference between successive state values. This allows the agent to improve its estimates of future rewards incrementally, rather than waiting until the end of a sequence of actions.

### Approaches in Reinforcement Learning

#### Value-based method

In value-based methods, the agent tries to learn the value of each state or state-action pair, which helps it make decisions. The most well-known value-based method is **Q-learning.**

Q-learning is an off-policy algorithm that aims to learn the Q-value of each state-action pair, which represents the expected reward of taking an action in a particular state and following the optimal policy afterward. The agent updates its Q-values iteratively using the **Bellman equation**:
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AI-generated content may be incorrect.](data:image/png;base64,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)

**Where:**

* ***Q(s, a)*** is the current Q-value for the state-action pair,
* **s** is the current state,
* **a** is the action taken in the current state,
* **r** is the immediate reward received for the current action,
* γ is the discount factor for future rewards,
* **α** is the learning rate,
* **s**′ is the new state, and
* **a′** is the action that maximizes the future reward in the new state.

#### Policy-based methods

In policy-based methods, the agent directly learns the policy without focusing on value functions. These methods are particularly useful in high-dimensional or continuous action spaces.

Policy gradient methods optimize the policy by adjusting the parameters in the direction of higher expected rewards. Instead of estimating value functions, policy gradients directly modify the policy using gradient descent. Gradient descent is an optimization algorithm used to minimize a function by iteratively moving toward the function's minimum. This is often used in complex environments, such as robotics or games.

#### Actor-critic methods

Actor-critic methods combine value-based and policy-based methods. The actor chooses actions based on a learned policy, while the critic evaluates how good the actions are by using a value function. This approach helps balance the exploration and exploitation trade-off and improves the learning process.

#### Deep Reinforcement learning (DRL)

When combined with deep neural networks, RL is referred to as deep reinforcement learning (DRL). DRL allows the agent to handle complex, high-dimensional environments by using deep networks to approximate the value function or policy. Famous examples of DRL include deep Q-networks, which was used to master video games like Atari.

### Applications of Reinforcement learning

Reinforcement Learning is applied across a wide range of industries due to its ability to solve sequential decision-making problems. Some popular applications include:

* Game AI: AI agents in games like chess, Go, and video games use RL to learn strategies and outperform human players.
* Robotics: RL is used to train robots to perform tasks such as navigation, grasping, and manipulation.
* Autonomous vehicles: self-driving cars use RL to learn how to navigate roads safely while optimizing for efficiency.
* Finance: RL is applied in algorithmic trading, portfolio management, and risk management by learning optimal strategies from market data.
* Health care: in personalized treatment plans, such as dosing strategies for medications, RL is used to determine the best actions to take based on patient data.

### Evaluation metrics for reinforcement learning models

Evaluating reinforcement learning models is essential to understanding how well an agent is learning and performing in a given environment. Unlike traditional supervised learning where performance is measured by loss functions or accuracy, reinforcement learning involves understanding both short-term and long-term decision-making.

#### Cumulative reward

**Definition**

Cumulative reward is the total sum of rewards an agent collects during an episode (or across multiple episodes). This metric measures how well an agent performs based on the reward system defined in the environment.

**Why it’s important**

Cumulative reward gives a direct measure of an agent’s overall performance, indicating whether it is improving over time or exploiting suboptimal actions.

**Key consideration**

For environments where future rewards are more important, you can compute cumulative rewards using discounting with a factor γ (discount factor).

**Example**

If an agent receives rewards of +1, –1, +2, and 10 over an episode, its cumulative reward for that episode is 12. Discounting may reduce future rewards by γ, affecting their weight in the final total.

#### Average reward per episode

**Definition**

Average reward per episode is the cumulative reward an agent receives divided by the number of episodes. This metric helps smooth out performance and identify overall trends over time.

**Why it’s important**

It smooths out performance fluctuations and gives a better picture of the agent’s learning progress. Average rewards provide insight into whether the agent is becoming more consistent over time.

**Key consideration**

Early fluctuations can skew average reward measurements, so it is important to assess average rewards over a long series of episodes to see trends.

**Example**

If the agent’s cumulative rewards over 5 episodes are 10, 12, 8, 9, and 11, the average reward per episode is (10 + 12 + 8 + 9 + 11) / 5 = 10.

#### Episode length

**Definition**

Episode length refers to the number of steps the agent takes to complete an episode (e.g., reaching a goal or failing). In some environments, shorter episode lengths may indicate that the agent is learning to reach the goal faster.

**Why it’s important**

A decrease in episode length over time may suggest that the agent is learning to achieve the desired outcome more efficiently. It’s a useful metric in tasks where the goal is to minimize the time or steps necessary to achieve success.

**Key consideration**

Shorter episode lengths aren’t always better if they result from the agent terminating early due to failures.

**Example**

If an agent solves a maze in 50 steps in episode 1, but later reduces the number of steps to 30 in episode 100, this indicates learning progress in minimizing the time to reach the goal.

#### Time to convergence

**Definition**

This metric measures the number of episodes or steps it takes for the agent to reach a stable policy (i.e., stop significantly improving its performance). An agent has reached convergence when its cumulative reward, actions, and performance stabilize.

**Why it’s important**

Time to convergence indicates how quickly an RL agent learns an optimal (or near-optimal) policy. A lower time to convergence is desirable, particularly in environments where training time is costly or computationally expensive.

**Key consideration**

Ensure that the environment is not too easy or too deterministic, as this could result in artificially fast convergence without true learning.

**Example**

In a 10 x 10 grid environment, if the agent's cumulative reward plateaus after 500 episodes and remains stable, we say the agent has converged after 500 episodes.

#### Policy stability

**Definition**

Policy stability measures how often the agent changes its learned policy (i.e., the set of actions it takes in various states) after reaching convergence. It indicates how confident the agent is in its learned actions.

**Why it’s important**

A highly stable policy means that the agent has learned a consistent set of actions that maximize rewards, whereas instability may indicate that the agent is still exploring or that the environment is dynamic.

**Key consideration**

In non-stationary environments (where the environment changes over time), a highly stable policy may not be ideal, as the agent needs to adapt.

**Example**

After convergence, if the agent frequently changes actions in the same state, this may indicate uncertainty or noise in the policy, suggesting the need for further training or policy refinement.

#### Exploration vs. exploitation ratio

**Definition**

This metric measures the balance between exploration (trying new actions to discover their outcomes) and exploitation (choosing known actions that yield high rewards). The calculation often depends on how frequently the agent explores compared to when it exploits.

**Why it’s important**

A well-balanced exploration vs. exploitation ratio ensures that the agent discovers optimal strategies without getting stuck in suboptimal actions.

**Key consideration**

Too much exploration can slow down learning, while too much exploitation can prevent the agent from finding better solutions.

**Example**

In a Q-learning algorithm, if the agent follows an ϵϵ-greedy strategy with ϵ = 0.1, it explores 10 percent of the time and exploits 90 percent of the time. A too-low ϵ might cause the agent to miss potentially better strategies.

#### Success rate

**Definition**

The success rate measures how often an agent completes a task or reaches a goal within a set number of episodes or steps. It’s a ratio of successful episodes to total episodes.

**Why it’s important**

In many tasks, such as games or robotic control, the success rate is the most direct way to measure the agent’s ability to achieve the desired outcome.

**Key consideration**

The use of success rate often occurs in combination with other metrics to provide a more comprehensive view of performance, especially in environments where completing the task quickly is as important as completing it at all.

**Example**

If an agent completes the task in 80 out of 100 episodes, the success rate is 80 percent.

#### Sample efficiency

**Definition**

Sample efficiency refers to how effectively an agent uses its experiences (state-action-reward tuples) to learn. High sample efficiency means that the agent learns well from relatively few episodes.

**Why it’s important**

Sample efficiency is crucial in environments where collecting data or simulating episodes is expensive or time-consuming (e.g., real-world robotics or complex simulations).

**Key consideration**

Algorithms that prioritize sample efficiency tend to converge faster but may require more sophisticated methods such as experience replay or off-policy learning.

**Example**

An agent that reaches an optimal policy after 500 episodes is more sample-efficient than one that requires 10,000 episodes to achieve the same performance.

#### Computational complexity

**Definition**

Computational complexity measures the required time and resources to run an RL algorithm. This metric helps determine whether an algorithm is feasible for large-scale or real-time applications.

**Why it’s important**

In real-world systems, limited computational power or time constraints can affect the choice of RL algorithms. Efficient algorithms are necessary for applications such as autonomous vehicles or robotic systems.

**Key consideration**

Consider both the time complexity (how long the algorithm takes to converge) and space complexity (memory usage for storing value functions or policies).

**Example**

A model-free algorithm such as Q-learning may require more time to converge than a model-based approach but uses fewer resources since it does not need to model the environment explicitly.

## Comparing Machine Learning paradigms

|  |  |  |  |
| --- | --- | --- | --- |
|  | **Supervised Learning** | **Unsupervised Learning** | **Reinforcement Learning (RL)** |
| **Definition** | A type of ML where the model learns from labeled data. Each input in the dataset is associated with the correct output, and the model’s objective is to learn the mapping from inputs to outputs. | Involves training models on data without labeled outputs. The goal is to discover hidden patterns or structures within the data without any explicit feedback on what those patterns should be. | a learning paradigm where an agent interacts with an environment and learns to take actions that maximize cumulative rewards. The agent receives feedback in the form of rewards or penalties after taking actions but does not receive direct supervision on which actions are optimal. |
| **How it works** | ***Input***: A labeled dataset where each input (*feature*) has a corresponding output label.  ***Learning****:* The model minimizes loss function, comparing its prediction to the true label.  ***Output***: a prediction model that can accurately assign labels to unseen inputs. | ***Input***: an unlabeled dataset, where the relationships between data points are not predefined.  ***Learning***: the model tries to identify patterns or group similar data points together.  ***Output***: clusters of similar data points, lower-dimensional representations, or new features. | ***Input***: an environment in which the agent operates, with states, actions, and rewards.  ***Learning***: the agent learns by exploring the environment, taking actions, and receiving feedback in the form of rewards. Over time, the agent adjusts its policy to maximize the long-term reward.  ***Output***: a policy that dictates which action to take in each state to achieve the highest cumulative reward. |
| **Key characteristics** | ***Direct feedback****:* the model receives explicit feedback (the correct output label) for each prediction during training.  ***Common tasks:*** widely used for classification (e.g., image classification, spam detection) and regression (e.g., predicting house prices).  ***Evaluation:*** the model is evaluated using metrics such as accuracy, precision, recall, and mean squared error (MSE). | ***No feedback***: there are no labels or predefined outputs, so the model does not receive feedback during training.  ***Common tasks:*** clustering (e.g., customer segmentation, image grouping) and dimensionality reduction (e.g., principal component analysis [PCA], t-distributed stochastic neighbor embedding [t-SNE]).  ***Evaluation:*** evaluation is more challenging, as there are no ground truth labels. Methods such as silhouette score or visual inspection of clusters are often used. | ***Delayed feedback:*** Unlike supervised learning, the agent does not receive immediate feedback on each individual action. Rewards may be delayed, and the agent must consider the long-term consequences.  ***Trial-and-error:*** the agent learns through exploration (trying new actions) and exploitation (using known actions that yield high rewards).  ***Common tasks:*** used in tasks that require sequential decision-making, such as game playing (e.g., AlphaGo), robotics, and autonomous vehicle navigation.  **Evaluation:** performance is evaluated by metrics such as cumulative reward, time to convergence, and success rate. |

### When to use each learning paradigm

* **Supervised learning:** best used when you have a labeled dataset and the goal is to make accurate predictions (e.g., identifying whether an email is spam or not).
* **Unsupervised learning:** useful when you want to discover patterns or groupings in the data without predefined labels (e.g., segmenting customers based on purchasing behavior).
* **Reinforcement Learning:** ideal for tasks involving sequential decision-making and environments where feedback comes in the form of rewards, often after a series of actions (e.g., training an agent to navigate a maze or play a video game).

## Deep learning and neural network

Neural networks are a foundational element in modern machine learning. Inspired by the structure and function of the human brain, these powerful models consist of interconnected layers of nodes, or neurons, that work together to process and learn from data.

### Key feature

#### Layers

Neural networks are composed of layers: an **input layer, hidden layers** and an **output layer.** Each layer consists of multiple neurons, and the number of neurons can vary depending on the complexity of the task.

* Input layer: receives the input data.
* Hidden layers: where the actual learning takes place. These layers can be shallow (one or two layers) or deep (many layers), giving rise to the term deep learning.
* Output layer: produces the final prediction or classification.

#### Neurons and weights

Neurons are basic units of computation in a neural network. Each neuron receives one or more inputs, multiplies them by assigned weights, sums the results, and passes the value through an **activation function** to produce an output.

**Weights** are learned during training, and their values determine the strength of the connection between neurons.